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1 Data Preprocessing

Data preprocessing includes the following two steps.

Data normalization A patient-wise normalization of the image intensities was
performed both during training and testing. For the scan of each patient, the
mean value and standard deviation were calculated based on intensities of all
voxels. Then each image volume was normalized to zero mean and unit standard
deviation.

Data augmentation Rotation, shearing, scaling along horizontal direction (x-
scaling), and scaling along vertical direction (y-scaling) were employed for data
augmentation on the 7 cases with full annotations. After data augmentation, a
four times larger training dataset was obtained.

2 Methodology

2.1 Input modalities

We employ multi-sequence data including T1-weighted (T1), T1-weighted inver-
sion recovery (T1-IR) and FLAIR which captures complementary information
of brain structure. These modalities were combined as a three-channel input of
the deep networks.

2.2 2-D image segmentation using dilated residual networks

We employed Dilated Residual U-Net (DRUNet), which was originally proposed
in [1] for nerve head tissues segmentation in optical coherence tomography im-
ages. DRUNET exploits the inherent advantages of the U-Net skip connections
[3], residual learning [2] and dilated convolutions [4] to capture rich context infor-
mation and offer a robust brain structure segmentation with a minimal number
of trainable parameters.



2.3 Ensemble model

To improve the robustness of our model, an ensemble method was employed
for the final segmentation. Five DRUNet models with the same architecture
were trained with shuffled batches. Then when given a new testing subject, each
subject will be segmented based on the averaged probability maps generated by
the five DRUNets.
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