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A variety of CNN architectures has shown good results in recent literature. Such             
architectural choices are very important influence for results. In this work, we utilized             
three types of CNN architectures: DeepMedic [1], Cascaded Anisotropic CNN [2] and            
Cascaded Anisotropic Unet [3]. 

1.1 DeepMedic 

Model description: The first architecture we employ is DeepMedic, it is the            
11-layers deep, multi-scale 3D CNN for medical image segmentation. The          
architecture consists of two parallel convolutional pathways that process the input at            
multiple scales to achieve a large receptive field for the final classification while             
keeping the computational cost low. Inspired by Residual, the use of residual            
connection is adopted. We only utilized the default parameter for DeepMedic version            
during these Challenge. 

Training details: The wider variant is trained on larger inputs of width 34 and 22               
for the two scales respectively. They are trained with cross-entropy loss, with all             
hyper-parameters adopted from the original configuration. 

 
1.2 Cascaded Anisotropic Convolutional Neural Networks 

Model description: They use three networks to sequentially segment sub-region of           
brain tumor, and each of these networks deals with a binary segmentation problem.             
The first network (WNet) segments the whole tumor from four modalities 3D image             
patches. Then a bounding box of the whole tumor is obtained. The cropped region              
would be used in the second network (TNet) for enhancing tumor (ET) and             
non-enhancing tumor (NET) which has the same architecture with WNet. Finally, the            
third network called ENet would separate ET and NET. Rely on the three networks,              
they could solve the BRATS segmentation task. Binary segmentation problems and           
take advantage of the hierarchical structure of tumor sub regions to reduce false             
positives. And, it uses dilated convolution, residual connection and multi-scale          
prediction to improve segmentation performance. They also propose to fuse the output            
of CNNs in three orthogonal views (i.e., WNet, TNet and ENet for three views: axial,               
sagittal, and coronal) for more robust segmentation of brain tumor. 
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Training details: Our networks were implemented in Tensorflow [4] using          
NiftyNet [5]. We used Adaptive Moment Estimation (Adam) for training. Batch size            
is 5, and maximal iteration 20k. 
 
1.3 U-Net 

Model description: We employ one versions of the U-Net architecture in our            
ensemble models. In this version we use residual block to increase model complexity,             
where residual skip connections [6] are implemented via summations of the signals in             
the up-sampling part of the network, all layers use batch normalization [7], RELU [8]              
and zero-padding. We also use three networks to hierarchically and sequentially           
segment substructures of brain tumor, and each of these networks deals with a binary              
segmentation problem, as same as Cascaded Anisotropic Convolutional Neural         
Networks. 

Training details: Our networks were implemented in Tensorflow using NiftyNet.          
We used Adaptive Moment Estimation (Adam) for training. Batch size is 5, and             
maximal iteration 20k. 

 
1.4 Hybrid Loss 

The Dice similarity coefficient (DSC) measures the amount of agreement between           
two image regions. It is widely used as a metric to evaluate the segmentation              
performance with the given ground truth in medical images. The DSC is defined in              
(1), we utilize | | to indicate the number of foreground voxels in the ground truth and                 
segmentation images.  
 

SCD = S + R| | | |
2 S∩R| |  

 
where S is the segmentation result and R is the corresponding ground truth label.              

This function however is not differentiable and hence cannot directly be used as a loss               
function in deep learning. Hence, continuous versions of the Dice score have been             
proposed that allow differentiation and can be used as loss in optimization schemes             
based on stochastic gradient descent:  
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We also address to add a modulating factor to the cross-entropy loss, with        (1 )− pt

γ       
tunable focusing parameter  .  The focal loss [9] definition as:≥0γ   
 

L − (1 ) log (p )F = 1 − pt
γ

t  
 

Finally, we propose a hybrid loss  which add dice loss and focal loss together.LH  
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L D LH = L + F  
 

1.5 Ensemble 

The above models are all trained completely separately. At testing time, each model             
segments individually an unseen image and outputs its class-confidence maps. We           
utilize three level ensemble strategies: input image sizes, CNN models and losses. So,             
we have 13 number of models in the finally. Considering each of Cascade CNN has               
three direction CNNs, we have 40 single model CNNs for the eight-sub-region            
segmentation task. 
 
Table 1. Ensemble strategies 

Item DeepMedic Cascade CNN Cascade Unet 

Input 34x34x34 & 
22x22x22 

WNET TNET ENET WNET TNET ENET 
144x144x19 72x72x19 64x64x19 144x144x19 72x72x19 64x64x19 
144x144x29 72x72x29 64x64x29 144x144x29 72x72x29 64x64x29 

Loss Entropy Dice Hybrid Dice Hybrid 
 

1.6 Postprocess 

Finally, the above models are all trained completely separately. At testing time,            
each model segments individually an unseen image and outputs its class-confidence           
maps. Then we ensembled all the models results into one result with some post              
processing: get rid of tiny subregions; get rid of sub regions which has large              
eccentricity. 
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