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Abstract. we proposed a novel deep attentive neural network for brain
segmentation. Our proposed network leverages the attention mechanism
with a mixed kernels convolution to capture multi-scale contextual infor-
mation. This enables our model to learn to accurately segment the fine
and complex structure of cortical plate.
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1 Methods

our network works on patches. For each input patch, the network outputs a
probability map of the same size in an end-to-end manner. The network first
extracts a series of feature maps with different resolutions. The shallow features
contain rich boundary detail information with high resolutions while the deep
features comprise the high-level semantics. We implement the 3D U-Net[1] as
our backbone network. The network down sampling four times in the encoder
of the backbone network and the number of features at each stage is 16, 32, 64,
128, 128, respectively.

After obtaining the feature maps with different levels of context information
via backbone network, we up sample these features with different resolutions to
the same size of input by trilinear interpolation. Then, a convolution with kernel
size of 1x1x1 is employed to compress the channel of features to 16. After that,
the deep supervision[2] is employed to enhance the back propagation of gradient
flows of the whole networks and help network to efficiently learn discriminative
represents in the feature maps.

To address the large scale difference in the fetal brain MRI due to the rapid
morphological change during fetal brain development. we propose a stage-wise
attention module to refine the feature maps with different resolutions. The devel-
oped attention module leverages mixed kernels convolution to extract multi-scale
information and refine the feature maps in a stage-wise manner.

Finally, we use the deep supervision[2] to strength the characteristics in the
feature maps after attentive refinement and combine these attentive features
together. After processed by two convolution layers following with a BN and
Prelu, the network outputs the final probability map.
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